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Multi-GPU Systems

• Multi-GPU Systems: Widely used across various fields.
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Outline
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• Threat model and leakage vectors.

• Cross-GPU covert channel attacks.

• Cross-GPU side channel attacks.

• Mitigation.
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Background: Multi-GPU interconnect 

• NVLink: High-speed, high-bandwidth interconnect by NVIDIA.
• Direct Links: Supports CPU-to-GPU and GPU-to-GPU connections.
• Bidirectional: Each link has two sublinks, one for each direction.
• PCIe: A serial expansion bus standard for connecting a computer to 

one or more peripheral devices.

https://www.nvidia.com/en-us/design-visualization/nvlink-bridges/ 
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Known Side-channel Attacks on GPU

• Previous GPU attacks focused on a single GPU.
• This required the co-location of the victim and the spy on the same GPU.

• “Spy in the GPU-box” [ISCA’23] demonstrated a prime and probe 
attack on remote GPU’s l2 cache.
• But they did not explore the interconnects between GPUs.

6[ISCA’23] Dutta, Sankha Baran, et al. "Spy in the GPU-box: Covert and side channel attacks on multi-GPU systems." Proceedings of the 
50th Annual International Symposium on Computer Architecture. 2023.



Threat model

• No need for co-location.
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Leakage Vectors: Contention-based

• Contention on a shared NVLink can lead to an increase in data 
transfer. 
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Leakage Vectors: Contention-based

• Contention measurement on NVLink.
• Contention direction influence.
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Leakage Vectors: Contention-based

• Contention measurement on NVLink.
• Contention direction influence.
• Contention size influence. 
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Leakage Vectors: Leaky Counter-based

• Prior work exploits GPU performance counters as side channel 
leakages.
• NVLink-related Performance Counters.
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Leakage Vectors: Leaky Counter-based

• NVLink counters.

• Observation 1: The NVLink receive/transmit attributes reveal NVLink
data transaction direction.
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Leakage Vectors: Leaky Counter-based

• User vs Total.

• Observation 2: When NVLink is shared, NVLink total counters reveal 
all NVLink data transaction patterns.
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Cross-GPU Covert Channel Attacks

• Sender and receiver share NVLink interconnect.
• To signal bit ‘1’:

• Sender transfers data via NVLink to force congestion.

• To signal bit ‘0’:
• Sender idles for a pre-defined duration.
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Cross-GPU Covert Channel Attacks

• Covert message (“Hello,NVLink!”).
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Cross-GPU Covert Channel Attacks

• Bandwidth and error rate.

17



Outline

• Background: Multi-GPU interconnect.

• Threat model and leakage vectors.

• Cross-GPU covert channel attacks.

• Cross-GPU side channel attacks.

• Mitigation.

18



Cross-GPU Side Channel Attacks 

• Attack 1: Application Fingerprinting.
• Victim: conducts her application across multi-GPU systems.
• 8 HPC applications + 10 DNN models. 

• Spy: operates in the background, persistently tracking NVLink leakage 
vectors.
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NVLink Leakage Trace

• "nvlink_total_data_received".
• Total data bytes received through NVLinks.
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Cross-GPU Side Channel Attacks 

• Attack 1: Application Fingerprinting.
• Evaluation among 18 applications.
• Features engineering.
• Classification.
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Cross-GPU Side Channel Attacks 

• Attack 2: Fingerprinting 3D graphics character rendering.
• Victim: renders her 3D graphics character across multi-GPU systems.
• 50 fully rigged 3D characters from the Blender Studio open movies. 

• Spy: operates in the background, persistently tracking NVLink leakage 
vectors.
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NVLink Leakage Trace

• "nvlink_total_data_received".
• Total data bytes received through NVLinks.
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“NVLink leakage traces of 5 consecutive frames”



NVLink Leakage Trace

• "nvlink_total_data_received".
• Total data bytes received through NVLinks.
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Cross-GPU Side Channel Attacks 

• Attack 2: Fingerprinting 3D graphics character rendering.
• Evaluation among 50 characters.
• Features engineering.
• Classification.
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Mitigation

• Restricting access to high-resolution clock instructions. 
• Detecting abnormal NVLink monitoring and/or contention.
• Managing access to leaky counters. 
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Conclusion

• Covert and Side-channels on multi-GPU interconnect.

• Through contention and leaky counters (First).

• Cross-GPU covert channel attack.

• Two end-to-end cross-GPU side channel attacks.

• Mitigation based on limiting the precision or rate is not effective.

• Future work:

• Finer-grained side channel attack; better profiling systems for interconnect.
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Thank you!
Any questions?

Yicheng Zhang
yzhan846@ucr.edu
https://yichez.site

mailto:Yzhan846@ucr.edu

