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ABSTRACT

In multi-user AR experiences, some form of shared state is needed
to save the state of the application and propagate it to the partici-
pating devices. Examples of shared state include Google ARCore’s
CloudAnchors, which are stored in the Google Cloud, or Mapil-
lary’s crowd-sourced street view data that could power future AR
experiences. In this position paper, we highlight attacks that can
disrupt the shared state and result in adverse impacts on users, such
as causing workers to view incorrect AR safety signs in construc-
tion zones. We summarize possible mitigations at the data input,
cloud storage, and output sides, and touch on their deployment chal-
lenges.
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1 SCENARIO: MULTIPLE USERS IN A SHARED AR EXPERI-
ENCE

The scenario under consideration is multiple users participating in
a shared experience, with these users being geo-distributed across
multiple locations. For example, consider a shared AR whiteboard
application where users at one institution collaborate on a virtual
whiteboard with users at another institution. These types of shared
experiences with three or more users typically require a central data
fusion point, or repository, to coordinate what is happening in appli-
cation and propagate it to all the users. We call this central location
the “shared state”. Examples of shared state that currently exist are
CloudAnchors in Google ARCore [1], which stores ephemeral vi-
sual and virtual data in the cloud, as well as Mapillary [3], which
stores crowdsourced street view data that could be used to power
outdoor AR experiences. The focus of this position paper is to ask
the question: What happens if there are disruptions to the shared
state in multi-user AR experiences?

2 WHAT HAPPENS IF SHARED STATE IS DISRUPTED?

In recent work [4], different types of attacks on shared state have
been demonstrated. On the left in Figure 1 is an attack on Google
ARCore. What happens here is that a benign user initially writes a
hologram (the colorful 3D axis) to the physical location on the floor.
Subsequently, an attacker shows a picture of this physical location
to the AR headset, which accepts the spoofed image and renders
this hologram, despite the attacker not being physically present in
the room. Although this example is simple, one can imagine the
same mechanism being used by an attacker to view private holo-
grams that are supposed to be contained to a certain physical space.
Figure 2 shows an example of tampering with Mapillary’s shared
state. The top row shows the no attack scenario. On the bottom
row, the tampering resulted in two signs, “dig safe” and “danger:
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Figure 1: Left: A victim places a hologram in front of a yellow sign.
Right: An attacker is able to view the hologram from a photograph
without being physically near the yellow sign.
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Figure 2: A “safe to dig” sign is wrongly placed next to an under-
ground pipe.

underground gas line” being swapped, so that the victim sees the
“dig safe” sign in the unsafe pipe location and the “danger” sign in
this perfectly safe field. Such an attack could impact AR-equipped
construction workers who use the virtual signage to determine safe
areas to dig. Note that all the above attacks were demonstrated in
private sessions or sandboxes and hence did not harm regular users.

3 POSSIBLE MITIGATIONS

There are several possible mitigations. One idea is to use detect
input spoofing using multimodal sensors. For example, using the
HoloLens 2 depth camera and the RGB camera, one could compare
images from the respective cameras to try to determine out if input
spoofing took place. However, this requires additional resources
in the form of computations and sensor usage. On the output side,
one could try to deploy existing techniques from the literature [2] to
define policies to prevent bad outputs. The question, then, is how to
detect these policy violations in the context of multi-user AR with
shared state.

4 CONCLUSIONS

We look forward to a productive discussion on these and other ideas
with participants at the SafeAR workshop.
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